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MotivationMotivation
uWEB Usage Mining

[Srivastava et al SIGKDD Explorations 1(2):12-23,2000.]

uCategorizing WEB visitors
u Identifying correlation amongst users by 

grouping their navigation paths.
u Benefits
u WEB-site design and evaluation
u WEB page suggestion
u pre-fetching, personalization
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The WEB is the killer The WEB is the killer 
application for KDDM (R. application for KDDM (R. 
KohaviKohavi--2001)2001)

uData with rich descriptions
uA large volume of data
uControlled and reliable data collection
uThe ability to evaluate results
uEase of integration with existing processes
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What is Web Mining?What is Web Mining?
[[Patricio GaleasPatricio Galeas: : 
http://www.http://www.galeasgaleas.de/.de/webminingwebmining.html].html]

u Web Mining is the extraction of interesting and potentially useful 
patterns and implicit information from artifacts or activity related to 
the World­Wide Web. There are roughly three knowledge discovery 
domains that pertain to web mining: Web Content Mining, Web 
Structure Mining, and Web Usage Mining. Web content mining is the 
process of extracting knowledge from the content of documents or
their descriptions. Web document text mining, resource discovery
based on concepts indexing or agent­based technology may also fall in 
this category. Web structure mining is the process of inferring 
knowledge from the World­Wide Web organization and links between 
references and referents in the Web. Finally, web usage mining, also 
known as Web Log Mining, is the process of extracting interesting 

patterns in web access logs.
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Web Content MiningWeb Content Mining
u Web content mining is an automatic process that goes 

beyond keyword extraction. Since the content of a text 
document presents no machine­readable semantic, some 
approaches have suggested to restructure the document 
content in a representation that could be exploited by 
machines. The usual approach to exploit known structure 
in documents is to use wrappers to map documents to some 
data model. Techniques using lexicons for content 
interpretation are yet to come. 
There are two groups of web content mining strategies: 
Those that directly mine the content of documents and 
those that improve on the content search of other tools like 
search engines.
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Web Structure MiningWeb Structure Mining

u World­Wide Web can reveal more information than just 
the information contained in documents. For example, 
links pointing to a document indicate the popularity of the 
document, while links coming out of a document indicate 
the richness or perhaps the variety of topics covered in the 
document. This can be compared to bibliographical 
citations. When a paper is cited often, it ought to be 
important. The PageRank and CLEVER methods take 
advantage of this information conveyed by the links to find 
pertinent web pages. By means of counters, higher levels 
cumulate the number of artifacts subsumed by the concepts 
they hold. Counters of hyperlinks, in and out documents, 
retrace the structure of the web artifacts summarized.
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Web Usage Mining Web Usage Mining 

u Web servers record and accumulate data about user 
interactions whenever requests for resources are received. 
Analyzing the web access logs of different web sites can 
help understand the user behaviour and the web structure, 
thereby improving the design of this colossal collection of 
resources. There are two main tendencies in Web Usage 
Mining driven by the applications of the discoveries: 
General Access Pattern Tracking and Customized Usage 
Tracking. 
The general access pattern tracking analyzes the web logs 
to understand access patterns and trends. These analyses 
can shed light on better structure and grouping of resource 
providers. Many web analysis tools exist but they are 
limited and usually unsatisfactory.
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How do we measure similarity How do we measure similarity 
of to user paths?of to user paths?
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Cluster WEBCluster WEB--navigation pathsnavigation paths

uPaths are discrete structures, but
uSimilarity measures between high-

dimensional feature vectors extracted from 
paths
uMany References 16, 27, 28, 32, 33
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Example of similarity measureExample of similarity measure
USAGE ≈ page visited?
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Example of similarity measureExample of similarity measure
USAGE/ACCESS feature vectors

1 2 3 4 5 6 7 8 9

(1 1 1 1 1 0 1 1 1)
(1 1 1 0 0 0 1 0 1)
(1 0 0 1 1 1 0 0 0)
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Example of similarity measureExample of similarity measure
USAGE

The cosine of
the angle between

usage-feature vectors

Cosine of the angle is a value between 0 and 1

(1 1 1 1 1 0 1 1 1)T

(1 1 1 1 1 0 1 1 1) 

(1 1 1 0 0 0 1 0 1)

||(1 1 1 0 0 0 1 0 1)||
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Another similarity measureAnother similarity measure
FREQUENCY feature vectors

1 2 3 4 5 6 7 8 9

(1 1 1 2 1 0 1 1 1)
(1 2 1 0 0 0 2 0 2)
(1 0 0 1 1 1 0 0 0)
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Example of similarity measureExample of similarity measure
FREQUENCY

The cosine of
the angle between

usage-feature vectors

Cosine of the angle is a value between 0 and 1

(1 1 1 2 1 0 1 1 1)T

(1 1 2 1 1 0 1 1 1) 

(1 2 1 0 0 0 2 0 2)

||(1 2 1 0 0 0 2 0 2)||
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Problems with similarity Problems with similarity 
measuresmeasures

uDimension grows with number of pages on 
the WEB-site
u a factor of the number of pages

ufeatures like
u time spent in a page

u What does it mean to find the mean of two 
feature vectors?
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Problems with algorithmsProblems with algorithms
u Algorithms proposed to date require quadratic 

time

u Theoretical foundation is for the Euclidean metric 
squared

u Should not be specific to the similarity measure 
(users may want to explore other similarities)
uComplexity should scale well to changes on how we 

evaluate similarity
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OutlineOutline

u Overview of partitioning clustering
u Non-crisp clustering algorithms
u Experimental results
u Conclusion
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Center criterionCenter criterion
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Center criterionCenter criterion

CC(C) = Σ wi d(si, rep[si , C] )a

The representative of si in C is rep[si , C]

u Minimize, among all sets C of the k points, 
the quality measure
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Total Within Group Distance Total Within Group Distance 
criterioncriterion
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TWGDa(P) = Σ κ Σ su,sv ∈ Pi wu wv d(su,sv)a

u Minimize, among all partitions P of the n data 
points into k groups, the quality measure

Total Within Group Distance Total Within Group Distance 
criterioncriterion
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TWGD has been commonlyTWGD has been commonly
used beforeused before

uThe case a=2
uUsed so the function is differentiable and can be optimized 

approximately by gradient descent
uMethods like Expectation Maximization

uThe case a=2 & distance=Euclidean
u The representative criteria by k-Means

uThe case k=1 is solved by the mean

u Inductive principles
uBayesian (AutoClass)
uMML (Snob)
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Center criterion (a=2 & Center criterion (a=2 & 
Euclidean [Euclidean [kk--Means])Means])

Theoretically, the case a=1 has no algorithms 
(the Fermat-Weber problem)
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Median (medoid) criterionMedian (medoid) criterion
[CLARANS 94][CLARANS 94]
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Median (medoid) criterionMedian (medoid) criterion

MC(M) = Σ wi d(si, rep[si , M] )

The representative of si in M ⊆ S is rep[si , M]

u Minimize, among all sets M⊆ S of  k points, 
the quality measure
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Problems with partitioning Problems with partitioning 
algorithmsalgorithms

uCrisp boundaries between clusters
uoften an item has a degree of membership to 

several clusters
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Alternative algorithmsAlternative algorithms

u Expectation Maximization
u infer the probabilities of membership
u theory for the Exponential family of distributions

u Fuzzy-c-Means
u fuzzy membership
u incomplete theory of convergence

u k-Harmonic Means
u incomplete theory of convergence
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Our algorithmsOur algorithms

u Discrete optimization
u(as opposed to numerical optimization)
u no arithmetic operations on feature-vectors

u Converge
u Randomized
u Sub-quadratic complexity
uO(n √n ) (similarity evaluations)
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Median (medoid) criterionMedian (medoid) criterion

In our algorithms the user can define the
vector of weights that grades the degree of
membership
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kk--Harmonic MeansHarmonic Means

In our algorithms the user can define the
vector of weights that grades the degree of
membership

Vector of weights
for membership
decreases with a 
Harmonic progression.

a

1d(a,c1)

(1/2)d(a,c2)

c1

c2

1
1/2

1/k ckWeight for distance to 

(1,000000) is the vector for crisp classification
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Two algorithms Two algorithms 
uGeneralize induction principles
uExpectation Maximization
u Fuzzy-C-Means
u k-Harmonic-Means

uExpectation Maximization (Fuzzy-C-
Means) type

u Interchange heuristic/ Hill-Climber (type)
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Expectation Maximization Expectation Maximization 
typetype

¬ Initialization
­ Iterate
¶ Classify each data point

(find degree of membership)

· Reconstruct set of representatives
(compute new representatives)

Computing a representative now involves
all data items, and arithmetic operations
are out (algorithmic engineering)
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Interchange heuristicInterchange heuristic
¬ Initialize
u(initial set of representatives)
u(place items in a circular queue)

­ Iterate
¶ Attempt to replace a representative with next 

item in turn in the queue
(if better objective value, perform interchange)
(otherwise, advance in the queue)

Algorithmic Engineering: Apply quadratic version
to a partition of the data, to get a reduced circular list
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Experimental resultsExperimental results

uLarge difference between quadratic 
algorithm and sub-quadratic algorithm

Scalability vs Matrix-based methods (Xiao et al 2001[32])

WEB log data from 
Boston Univ. Dept. of CS

Synthetic data
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Experimental resultsExperimental results
On the quality of the clustering
(Paths generated as in Shahabi et al)

n Matrix-based Medoid-based-crips

100 34% 25%
500 54% 27%

1000 n/a 27%
1500 n/a 27%

Error rates 

Paths are randomly generated around nucleus paths
in a predefined graph. Error rate measures the percentage of
paths that are not identified as perturbations of nucleus paths.

95% confidence
interval is ±3.4%
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Experimental resultsExperimental results
Comparing quality of clustering across 
Harmonic/Crisp
similarity measures

Dissimilarity n
Error 95% CI Error 95%CI

Usage 100 24% 2.2 27% 3.4
500 24% 2.2 27% 3.4

Frequency 100 30% 2.9 33% 4.4
500 30% 2.9 33% 4.4

Order 100 26% 2.7 29% 4.4
500 26% 2.7 29% 4.4

Harmonic Crisp

Harmonic (non-crisp) partition does improve
the quality of clustering across a range of similarity measures
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Experimental resultsExperimental results
CPU-time comparison
Harmonic/Crisp
several similarity measures
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Experimental resultsExperimental results
Evaluating the robustness to initialization
Harmonic vs Crisp across several similarity measures

Dissimilarity n Harmonic Crisp
Error Error

Usage 100 7% 11%
500 7.12% 7.35%

Frequency 100 6.60% 10.20%
500 6.01% 7.20%

Order 100 5.75% 8.75%
500 4.15% 6.34%

Harmonic is more robust to random initialization,
producing more consistent results across independent runs
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Final remarksFinal remarks
uThis is a theoretical paper
u the proceedings are focused towards

u mathematically proving the convergence of the 
algorithms
u robustness because of medians

u extending the principles for degree of membership 
(non-crisp classification)
u in Fuzzy-C-Means, Expectation Maximization and k-

Harmonic -Means
u allow the user to explore inductive principles

u minimizing the complexity of the overall algorithm 
for any similarity measure
u allow the user to explore similarity measures
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